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Abstract: 

 
The idea of Pythagorean fuzzy sets (PFSs) was originally given by Yager in 2013, to handle 

incomplete and indistinct information in everyday life more effectively with reasonable 

accuracy than Fuzzy sets and Intuitionistic fuzzy sets, respectively. Distance and similarity 

measures are dual concepts which are used to check the difference and resemblance 

respectively between PFSs. As far as our knowledge is concerned, no one has transformed 

PFSs to intervalued Pythagorean fuzzy sets (IVPFSs) so far. So, in this article, we suggest a 

novel distance and similarity measure between Pythagorean fuzzy sets based on the 

transformation from PFSs to IVPFSs. We construct axiomatic definition based on proposed 

distance and similarity measure between IVPFSs. Furthermore, we present some examples 

interconnected to pattern recognition and multicriteria decision making (MCDM) to exhibit 

the accuracy and applicability of our proposed distance and similarity measure. We construct 

an algorithm for ELECTRE (Elimination and Choice Expressing Reality) method using our 

proposed method to handle complex multicriteria decision-making problems related to daily 

life. Our final results exhibit that the suggested method is rational and authentic to treat 

different complex problems linked to our everyday life situation especially in MCDM 

situations. 

 

Keywords:  Pythagorean  fuzzy  sets,  Inter  valued  Pythagorean  fuzzy  sets,  Distance  and 
 

Similarity measures, Pattern recognition, ELECTRE, Multi-criteria decision making.
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1. Introduction 

 
The general idea of fuzzy sets is one of the major tools in development of thinking 

computer systems. Fuzzy sets can determine a wide series of difficulty of control, planning, 

reasoning,   computer   vision   and   pattern   classification.   Meanwhile   crisp   set utilizes 

characteristic function that allocates a value of either 0 or 1 to every component of the 

universe. In the theory of fuzzy sets, we frequently mention crisp sets as “ordinary set”. The 

concept of fuzzy sets (FS) initially introduced in 1965 by Zadeh [1]. It has been broadly using 

in  several  areas;  the idea of fuzzy  set  is  appreciated  as  it  controls  unpredictability  and 

haziness with high accuracy. With the rapid development of society, the real world become 

more complex, vague, and uncertain and due to the limitation of human cognitive ability and 

knowledge level of human being the mean of information has also changed. Furthermore, to 

handle more inaccurate and unclear information in everyday life issues, several extensions of 

fuzzy sets are proposed by scholars in literature like intuitionistic fuzzy sets Atanassov [2] in 

1986, Torra & Narukawa [27] in 2009 on hesitant fuzzy sets and decision they present an 

extension principle, which permits to generalize existing operations on fuzzy sets to new type 

of fuzzy sets and  also discuss their usage in decision making, Yager and Abbasov [3] in 2013 

explored Pythagorean membership grades, complex numbers, and decision making. PFSs 

first introduced by Yager [3] in 2013 which is highly capable than IFS to treat vagueness and 

inaccuracy in decision making. PFSs are categorized by degree of membership    , degree of 

non-membership   , and degree of hesitation   such that  2 
 2  

 1 or  2 
 2 

  2  
 1.

 

Zhang and Xu [4] presented an extension of TOPSIS to multiple criteria decisions making 

with Pythagorean fuzzy sets. Peng and Yang [5] explored some results for Pythagorean fuzzy 

sets. Bookstein et al. [6] presented Fuzzy Hamming distance, a new dissimilarity measure. 

Applications of the Fuzzy ELECTRE Method for Decision Support Systems of Cement 

Vendor Selection presented by Komsiyaha et al. [23], multi-criteria group decision making 

based on ELECTRE method in Pythagorean fuzzy information is presented by Akram et al. 

[24] and proposed that PFSs are extensions of IFSs. For instance, the situation with the
 

numbers 
 

  0.86603 
 

and 

 

  0.5 
 

in such situations IFSs cannot be used but PFSs can

handle this situation amicably. This is because   1.36603 1. On the other hand, we can

use PFSs as  2  
 0.75 and 2  

 0.25 , because the condition  2 
 2  

 1 is fulfilled. Thus, we
 

may intuitionally say that PFSs are much wider than IFSs in tackling daily life problems. A 
 

new similarity measure for Pythagorean fuzzy sets are presented by Firozja et al. [25], and
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distance and similarity measures of Pythagorean fuzzy sets and their applications to multiple 

criteria group decision making by Zeng et al. [26]. 

 

This paper is structured as follows: In section 2, we review some preliminaries of fuzzy set, 

its generalization and distance and similarity measures of IFS. In section 3, we suggest 

several novel distance and similarity measures between PFSs with construction of axiomatic 

definition. In Section 4, we illustrate some examples for comparison analysis using proposed 

methods and existing ones. In Section 5, we construct a novel Pythagorean ELECTRE based 

on the proposed distance and similarity measures. We then apply the proposed method to 

multi-criterion decision making for ranking of alternatives in preferred order. Finally, we state 

our conclusion in Section 6. 

 

2. Preliminaries 

 
In  this  section,  we  discuss  some  primary  concepts  of  intuitionistic  fuzzy  set  and 

 

Pythagorean fuzzy set respectively. 
 

 

Definition 1. An intuitionistic fuzzy set      in Y   given by Atanassov [2] as 
 

 y  ,  y  : y Y 
 

where   y  : Y  0,1 is  called  degree  of  membership  and    y  : Y  0,1 is  called

degree of non-membership with the given condition 0    y    y   1. The hesitation

degree   y  of       in Y   is expressed as   y     y    y   1, obviously
 

   y   1    y    y . Greater   degree   of   hesitancy   y  shows   more   hesitancy.

Clearly, when   y   0,  y  Y then IFSs fall off into a normal fuzzy set.
 

 

Definition 2. A Pythagorean fuzzy set     in the Y   given by Yager [3] 

 y  ,  y  : y Y 

Here   y  is called the membership degree and   y  is called the non-membership degree,

with the given condition 0    y 
2  

   y 
2  

 1. The hesitation degree   y  of      in Y

can  be  expressed  as    y   1    y 
2  

   y 
2  and   y   0,1 which  follows:

                                 
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d: PFS (Y ) d 

d    0  d (P,Q)  1; 

d     d (P,Q)=d (Q,P); 

d     d (P, Q)=0 iff P=Q; 

d    d (P, P
c 
)  = 1 iff P 

d )  If P  Q  R, then d (P,R)  d (P,Q) and d (P,R)  d (Q,R); 

S: PFS (Y ) S 

P Q 

S  P, Q   1; 

 

   y 
2  

   y 
2  

   y 
2  

 1. If   y 
2  

 0 then   y 
2  

   y 
2  

 1 . We represent
 

the  set  of  all  PFSs  in  Y by  PFSs Y  ,  an  interval-valued  fuzzy  set  (IVFS)    in  Y ,  the 

membership degree of  y  Y is  2                        .
 

 

Definition 3. [3, 4].  Assume that      and     are two PFSs in Y then 

i  iff  y Y ,   y     y and   y     y ;
 

ii  iff  y  Y ,   y     y  and  y  Y ,   y     y  ;
 

iii                        y  ,   y  : y Y  , where,       is called as the complement of PFS    .
 

Definition 4. [8]. Two IVFSs  s 
 

such as s  t  s   t , s    t . 


s 
, 

s
 , t  t , t may be classified by the partial order

 

On the basis of partial order we get the smallest IVF as   0,1   in the space of IVF represented 
 
by 0, and biggest IVF as 1, 0   in the space of IVF represented by 1. 

 

Definition 5. [6]. A function    

the following axioms: 

  1 

 

  2 

 

  3 

 

  4                                                            is a crisp set; 

×PFS (Y )  0,1 ,      is called a distance if it fulfills

 
 

( 5 

 

Definition 6. [7]. Suppose a function ×PFS (Y )  0,1 ,      is called a similarity
 

measure between two PFS      and      if it fulfills the following axioms: 
 

 S1    0 
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S  P, Q   S Q, P  ; 

Q   1  P  Q; P, 

Q P  Q  R 
S  P, R   minS P, Q  , S Q, R . 

P Q 

Q 
D  P, 

P Q 

P       i             Q       i               P       i            Q       i               P       i             Q       i 
Q    

1 
. D     P, 

P Q 

P       i             Q       i                     P       i            Q       i                     P       i             Q       i         Q      
1
 D   P, 

P       i             Q       i                    P       i            Q       i         
Q   1  D  P, Q   1    i 1  

P, 

P       i            P       i                Q       i            Q       i 

P       i            Q       i           P       i           Q       i 

Q   1  i 1
 P, 


E                              

2n 



n 



 

 

 S2 
 

 

 S3    S 
 

 S4  If            and            , then
 

 

We review the existing distance and similarity measures of PFSs. Suppose    and      be two 

PFSs in Y  where Y = y1 , y2 , y3 , ..., yn  then                 is the distance measure between two

 

PFSs      and     in Y . 
 

 

The normalized Hamming distance measure is given by [29] 
 

 
Hm                          

2n
 

n 


i 1 
  2  y    2  y    2  y   2  y    2  y    2  y  

 

(1)

 

 

The normalized Euclidean distance measure between PFSs       and       in Y is suggested by 
 

[29] 
 

 
2                                                       2                                                        2  2  y    2  y    2  y   2  y    2  y    2  y   (2)

 
 

Li et al. [9] proposed similarity measure SL as follows: 
 
 

n                                                        2                                                      2 

 y   


 y 

 


 y  


 y   

SL 
                                                                 



2n 

 

 

(3)

 

Chen [10] proposed similarity measure S
C as follows:

 

n 

    y    y   
 

 y    y 
S    1    i 1   

C                                                                   
2n 

(4)

 

Hung and Yang [11] proposed the following similarity measures 
 

 

SHY 1 
 max  

 

 y   

 

 y  . 
 

n 

 

 y    y  
, 

 

 
 

(5)
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Q  

P , 

Q   
e HY1

 P, 

Q 
P, Q        

HY 1
 P, 

Q P, 

P       i             Q       i               P       i            Q       i 

Q   1  i 1
 P, 

P       i             Q       i q 

Q   1 P, 

Q       i                    Q       i P       i                    P       i 
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P      i           P      i              Q      i           Q       i                P      i            Q      i             P      i           Q      i 

Q   1  i 1
 P, 

P       i        Q       i             P       i       Q       i 

P       i             P       i            Q       i            Q       i 

Q   
1 
P, 

q 

Q   1 P, 

n 

. 


n 

 
 

S HY      
s                1 

 e
1 

1
 

 

 

and                                                                                          (6)
2                                      1  e 

 

S HY 3 

 

S 
 

2  S 


HY 

1 

 

 

(7)

 

 

Hong and Kim [12] proposed the following similarity measure 
 

 

SHK 
  

 

 y   

 

 y   
 

2n 

 

 y    y  
. 

 

 
 

(8)

 

Li and Cheng [13] proposed Pythagorean fuzzy similarity measure as follows: 
 

 

 

SLC 

n 

 
i 1 

 

 y  
 

n 

 

 y 
 

 
 

(9)

 
where 

 

     y   
  y   1   y 

,


 y  
 y   1   y 

and1  q   .
2                                             2 

 

Li and Xu [14] proposed Pythagorean fuzzy similarity measure SLX            as
 

                     


                                                                       

SLX 
    y   y     y    y     

 

4n 

y    y     y      y  

10
 

 
 

Wei and Wei [15] proposed Pythagorean fuzzy similarity measure as follows: 
 

S
W  

n            2  y   2  y   2  y  2  y 

n
 

 
(11)

i 1  4  y   4  y   4  y   4  y 
 
 

Liang and Shi [16] proposed the following Pythagorean fuzzy similarity measure 
 

 

 

SLS1 

n 

   yi     yi 
i 1                                               , 

n 

 

 
 

(12)
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Q       i                             
P  yi     Q       i P       i 

Q     P, Q 
P, Q     



P, 

P        i             Q        i q 

Q   1 P , 
P       i            Q       i q 

Q   1 P , 

q 

 

 
 
 

SLS 2 

n 

   yi     yi 
i 1 

n 

 

 
 

and                                                                         (13)

 
 
 

SLS 3 

n 

 1  yi  2  yi  3  yi 
i 1                                                                            . 

3n 

 

 
 

(14)

 

   y     y     y    y  m   y   m  y 
Where   y   ,  y   ,   y   

           1                                    1  

        i                                
2                 

        i
 2                

        i                                  
2

 

m    y 


m    y 


    y    m    y
 

   y 


m   y 
  

  y   
     2                                    2                     

, m 
 

 y  
              

, m 


 y          i 
 

 
 

1 
m   y  

2 

2 
 

 

 y   m 

2 

1 

 
 

 y 
, m 

 
 

 

1 
 y  

2 

2 
 

 

 y   m 
 

2 

1                                                           2 

 

 y 
,

 


m   y  

 

 y   1 

 

 y 
, m 

 


 y  

 

 y   1 

 

 y 
,

2                                                2 
 


1  yi  

 y     y   
 

2, 

 y    y   
,2  yi  

 y    y   
2, 

 y    y 
,

 
 

  y 
  y   max 

 y                

 min 

 y  

3       i                           
2     

,                        ,              . 
2                        2            2

                                                                
                                                                

 
Mitchell [17] proposed Pythagorean fuzzy similarity measure as follows: 

 

SM  
                

2 

 

 

(15)

 

 
m                                                  q                                                          m                                                q

 

where  
 
i 1 

 y   
 

n 

 y   

,    
 
i 1 

 y  
 

n 

 y   

 

and

 

1  q   . 
 

 

The similarity measure on PFS is given by Ye [18] as follows:



   

Journal of Liaoning Technical University           ISSN : 1800-0562 

VOLUME 13, ISSUE 8, 2019        https://www.lgjdxcn.asia/ 

P       i        Q       i            P       i       Q       i 
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P      i            Q      i                    P      i                       Q      i 

Q   
1 i 1

 P, 

P       i             Q       i              P       i            Q       i                           P       i            Q       i                  P       i             Q       i 

Q   1  
q

 P, 

P       i            Q       i                     P       i            Q       i              

P       i            Q       i                      P       i            Q       i 

Q   1 P, 

1 

n 

2 

n 

3 

n 

n 



n 

. 

q 

n 

P 

 
 

S
Y  

n              y    y    y   y 
. 

 
(16)

n i 1  2  y   2  y   2  y   2  y 
 

 

The similarity measure suggested by Zhang [19] as follows: 

                                         
  y  


 y   


 y   


 y   


 y   


 y 2                   2                     2                    2                      2                    2 

SZ
 

n                                                                                                                 

 

(17)

 
  y     y     y    y     y     y     y    y  

i 1 
2                    2                     2                   2                      2                    2                      2                   2 

 

                                                                                                            
 2  y    2  y    2  y    2  y                                                                   
                                                                                                            

 

 

Peng et al. [20] proposed the following similarity measures: 
 
 

SP  
  2  y   2  y    2  y   2  y 

, 
2n 

 

 
 

(18)

 
 

SP  
  2  y    2  y    2  y   2  y 

n    2  y    2  y    2  y   2  y 

 

 
 

and                                                 (19)

 

 
 

SP 
  2  y    2  y   1  2  y   1  2  y 

n     2  y    2  y   1  2  y   1 2  y 

 

 
 

(20)

 

 

Boran and Akay [21] suggested the following similarity measure as follows: 
 

t 
 

 y     y   
 

 y    y   t 
 

 y    y   
 

 y     y  
q 


S

BA  i 1                                                                                                                                                                                                                                     . 
2n t  1

q

 

21

 
 
 

Similarity measure given by Peng [22] as follows: 
 

 

S                            
1

 
 t  1  a   2  y    2  y   a  2  y   2  y    

. 

 

 
(22)

P                        P                                                                                 P 
2n t  1 i 1   t  1  b  2  y   2  y   b  2  y    2  y   

                                                                                 
 

 

The above review of literature reveals that there is still need to modify the similarity measure 

to achieve high accuracy and precision. Therefore, in the following section, we construct a 

novel distance and similarity measures based on PFSs.
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P        i P        i 
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2                                                          2 

p1   p2        q1   q2        p1   p2        q1   q2 

Q       i         Q       i       , t Q      2 P        i          P        i        
a P     2 

Q       i                 Q       i   

P       i                 P       i     an 

Q        i                     Q        i                 1  1 
P  yi   P  yi           Q       i            Q       i 

P       i                     P       i 





2 

y 

i 

y 

 
 
 
 
 

3.  Novel Distance and Similarity Measures between PFSs 
 

Distance and similarity measures between PFSs are very useful and effective tool to 

determine the degree of dissimilarity and the degree resemblance between two sets or objects. 

In this section, we present a novel distance and similarity measures between PFSs utilizing 

the concept of Pythagorean fuzzy intervals (PFIs). Assume that two PFSs                 in Y  with 
 

2  y  ,  2  y  : y Y  and
 2  y  ,  2  y  : y Y  respectively.   We

i                                                            i                                                        i                                                        i 

construct the PFIs utilizing membership degree  2  y  of y
i   to      as lower bound and set

upper  bound  as 1  2  y  .  Further,  the  membership   degree    y  of y
i      

to      is

 2  y  ,1  2  y  , i=1, 2, 3,...,n. Thus  the distance between  two  PFSs      and      in the

 

universe  of  discourse 

 

Y = y1 , y2 , y3 , ..., yn  can  be  measured  by  comparing  the  intervals
 


 

2  y  ,1  
2  y  and  2  y  ,1  2  y  , i=1, 2, 3,...,n . 

Definition  7.  [28].  Given  two  interval  values p   p1 , p2 
 

between  p and q is 

and q   p2 
, q

2  the  distance

 
 

d  


 

           

  

  


2 

              2t  1
  

dt .

      
2             2                  2             2                   


                                                                      

 

 

   
          

                                             .     
2            2    

     
2            2    


                                                         

Thus i 1, 2, 3,..., n ,   y y  , 2  y 
 

nd   yi
 y  , 2  y 

 

he distance
 

between their corresponding interval values 

 
can be represented as follows: 


 2  y  ,1  2  y  d   2  y  ,1  2  y 

 

                 
  2 y 1 2 y   2  y  1 2  y                   2                 2   1  2 y 2 y  

d   P , Q       
i              i                      

                                      
2                                 2                    3 

                               
2                                2                                                                                                                                                          
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which can also be written as follows 
 

2                   2                     2                   2              2                 
2                   2

 
2                   2              2

d  
      y    y      y  y  

                           

                         y  y  
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23
yi         yi                                                                         

2                       2                3            2                       2

                                                       
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Since  all  parameters  2  y  , 2  y  ,  2  y  ,  2   y  , 2   y  ,  2   y  take  values  in  the

interval 0 ,1 ,  we  have 1   2  y   2  y   1 and 1   2   y   2   y   1 .  Then,  the

 

maximum value of 

 

d    y 

 

can be 1, which is achieved when 
i                                                                                                                                                                       i 

 

and 
i

 
yi                                             yi 

thus, the relation 0  d    y          y 

 

can be achieved. On the basis
 

above analysis, we can suggest a novel definition of distance measure for Pythagorean fuzzy 

sets. Let      and      are two PFSs defined in universe of discourse Y = y
1 
, y

2 
, y

3 
,..., y

n  stated 

as      yi 

2  y  , 2  y  | y Y  and 
i 

 2   y  , 2   y  | y Y , respectively.

Thus the distance between and 
i 

can be calculated utilizing Eq. (23) as follows: 
i
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                             . 24
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Since distance and similarity are dual concepts, thus we can find the similarity between 
i 

and using the relation, similarity  =  1 −  distance. 
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Theorem.   Let   two   PFSs       and           defined   in   a   finite   universe   of   discourse

Y = y
1 
, y

2 
, y

3 
,..., y

n  , then the proposed distance 

the axioms d1   d6  in Definition 5. 

 

DHN 
 
between two PFSs  satisfies all

 

Proof.  Suppose that     and     are two PFSs in universe of discourse Y . First, we give the

 

proof  of  axiom    d1 
 
of  Definition  5.  Since 
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
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DHN 
 

1, 2, 3,..., n.
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            2                           2            


                                                         

 

the axiom  d1  of Definition 5 is proved. Now, we prove  d2  of Definition 5, if             then 
 

i 1, 2, 3, ..., n ,  2  y    2   y  ,  2  y    2   y  implies that                      . Thus, the
 

property   d2  is satisfied. We prove   d3  of Definition 5, Since                       , we can get 

 2  y   2  y   2  y   2  y 
                            0 and 

 2  y   2  y   2  y   2  y 
                            0,

2                           2                                    2                            2

i 1, 2, 3,..., n which can be written identically as 

 

 2  y   2  y    2  y   2  y  ,
 

 2  y   2  y    2  y   2  y  implies  2  y    2   y  and  2   y    2   y  . Hence,  y  Y ,
 

 2  y    2   y  and  2  y    2  y  holds,  thus           . For  d4 of Definition 5, let     and

 

are two PFSs in Y , if      is crisp then either           or           in both cases 
 

Thus, the property   d4  of Definition 5 is proved. Now we give the proof of the property 

 d5  of  Definition  5.  Considering  the  condition                        we  have  the  following

inequalities,  2  y    2   y    2  y  and  2  y    2   y    2  y  .  Then,  we  make  a

 

function 

 

g  s, t  with two variables as g  s, t    s  t   c  d 
2  

 
1 
 s  t   c  d 

2 

where 
3

 

0  s  1, 0  t  1, 

 

0  c  1 and 0  d  1. 
 

We partially derivative the function 

 

g  s, t  with
 

respect to the variable s and t respectively, as follows: 

 
g 

  s  t   c  d   
 2 
 s  t   c  d   

 8 
 s  c   

 4 
d  t   

 4 
2  s  c   d  t . 

s                                    3                                3              3               3 

 
g 

  s  t   c  d   
2 
s  t   c  d   

8 
t  c   

4 
c  s   

 4 
2 t  c   c  s .

t 
 
 

i 

3                           3            3             3 
 

 

According to the condition 0  c  s  1and  0  t  d  1 , respectively, we have 

 

 
 

g 
 0 

s
 

 

and 

 

g 
 0. 

t 

 

Thus g  s, t  is  an  increasing  and  decreasing  function  for  variables  s and  t

 

respectively.   Let 

 

c   2   y 
 

and 

 

d   2  y 
 

then 

 

c   2  y    2   y    2  y  and
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P                 Q                 R 

Q                 Q                                R                 R 

P                                  P 

R                 R 
d  P, R  

1 
Q                 Q 

d  P, Q  
1  


d  P,R   d  P,Q . 

R                              R 

P                       Q                        R 

Q                 Q                                R                 R 

R                              R 

P                  P d  P, R  
1 

Q                 Q 
d Q, R  

1 


d  P,R   d Q,R  . 

d  P,R   d  P,Q 
d  P,R   d Q,R  . 

P Q P   y , 0 Q   y , 0 

R   y , 0 

R 

2n 

2n 

 

d   2  y    2  y    2  y  for i  1, 2, 3, ..., n .  Since  the  monotonicity  of g  s, t  ,  we  observe

g  2  y  , 2  y   g  2  y  , 2  y  for        all 
 

i  1, 2, 3, ..., n .        Under        condition

c   2   y  , d   2   y  for      all i  1, 2, 3, ..., n the      specified      statements      satisfied

n 


i 1 

g  2  y  , 2  y 
 

and 
n 

 

2n i 1 

g  2  y  , 2  y  . So, we

 

have 
 
 

ii 
 

In the condition 0  s  c  1 and 0  d  t  1 , we have 
g 

 0 and 
s 

g 
 0. so 

t 

 

g  s, t 
 

is an increasing and decreasing function for variables s and t . Let c   2  y  , d   2  y  then 

c   2  y    2   y    2  y  and     since     the     monotonicity     of g  s, t  ,     we     have
 

g  2  y  , 2  y   g  2  y  , 2  y  , i  1, 2, 3,..., n. 
 

 

For c   2  y  , d   2  y  , i  1, 2, 3,..., n the specified statements satisfied 
 

n 


i 1 

g  2  y  , 2  y  and 
n 

 

2n i 1 

g  2  y  , 2  y . 
 

Thus,   we

obtain                                 From i and ii we conclude  that                                          and

Hence, the condition of property  d5 of Definition 5 is satisfied.
 

 

4. Numerical examples and comparison 

 
In  this  unit,  we  perform  comparison  analysis  between  our  proposed  distance  and 

similarity measures with previous distance and similarity measure utilizing numerical 

examples. We show reasonability and usefulness of our newly suggested method by stating 

the following examples. 
 

Example 1. Let the feature space be represented by Y = y1 , y2  . Assume that there are two

PFSs      and       on Y as: 
 

1      
.5, 0.4  , y2 , 0.6, 0.5  , 

 

1      
.6, 0.6  , y2 , 0.5, 0.5 .

 

Suppose a PFS 
 

1      
.5, 0.41 , y2 , 0.6, 0.5  is  given which  is  highly  similar but  not

 

exactly same as    . We utilize the normalized Hamming distance Eq. (1) and normalized
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D     R, P   0.00 Q   0.103 D     R, D   R, P   0.04 Q   0.123 D   R , 

R, P   0.00 Q   0.079 R, 

P   y , 0 Q   y , 0 

R   y , 0 

T   y , 0. 

T , P   0.19 Q    0.50 T , 
T , R   0.5 

T , P   0.07 Q   0.278 T , T , R   0.29 

T , P   0.00 Q   0.069 T , T , R   0.09 

T , P   0.09 Q   0.389 T , T , R   0.53 

 
 

Euclidean  distance  Eq.  (2)  respectively  to  calculate  the  distance  between  two  PFSs  as 

follows: 

 

Hm                                        
20 ,   

Hm                                            
0 ,   

E                                         
47 ,   

E                                            
7 ; 

Using our proposed distance measure Eq. (24) we get the following results: 

DHN                      23 , DHN                        9 ; 
 

 

We  can  realize  that  the  suggested  distance  measure  Eq.  (24)  shows  the  minimum 

discrimination  capability  than  normalized  Hamming  distance  Eq.  (1)  and  normalized 

Euclidean distance Eq. (2). 
 

Example 2. Let the feature space be denoted by Y = y1 , y2 
 

and there are three PFSs on Y

 

1      
.7, 0.6  , y2 , 0.8, 0.4  , 

 

1      
.9, 0.3 , y2 , 0.7, 0.5  and

 
 

1      
.9, 0.2  , y2 , 0.7, 0.5 .

 

A model to be classified is given  in term of  PFS 
 

1        
7, 0.7  , y2 , 0.8, 0.3  . Here

 

p =1, a =1, b = 2   and  t = 3 for D   and 
2 

 wi   0.5, 0.5
i 1 

 

for 
 

D0 .  Based  on  the  distance

 

proposed by Peng [22], we get the following results as follows: 

D                    36 , D                     20 , D                   111 .
 

 

We get the following results from the distance given by Li et al. [9] as: 
 

D
L                     38 , D

L                       6 , D
L                    71. 

 

Based on method suggested by Ye 18 we get the following results as: 
 

D
Y                     42 , DY                       8 , DY                     52 .

 

 

Based on the distance proposed by Nguyen et al. [21], we obtain the following results: 

D0  48 , D0  9 , D0  47 .
 

 

Based on our proposed distance measure Eq. (24), we have the following results:
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T , P   0.05 Q   0.257 T , T , R   0.27 

T P 

P 

Q P   y , 0 Q   y , 0 

T T   y , 0. 

P,T   0.48 Q,T    0. 48 

P,T   0.46 

Q,T    0. 
46 

P,T   0.27 Q,T   0.2 78 
P,T   0.31 

Q,T   0.3 

12 

P,T   0.36 Q,T   0.3 61 

T P Q 

T 

P 

 
 

DHN                     77 , DHN                       9 , DHN                     09 . 
 

 

Based on the above results it can be seen that the sample     belongs to the pattern    . The 

proposed distance measure together with those Ye [18], Li et al. [9], Peng [22] and Nguyen et 

al.[21] shows the reasonable results. 

 

Example 3. Let a singleton feature space be denoted by Y =  y1 and assume that two PFSs 

and      on Y are given 1      .006, 0.991  , 1      .008, 0.991 .
 

Suppose   a   sample       in   terms   of   PFS   is   given   as 1        010, 0.597 .    Here

p =1, a =1, b = 2,  and t = 3 for D and w1  1 for D
0 .

 

 

Based on the distance proposed by Peng [22] we get the following results: 

D                    44 , D                     44 .
 

 

Based on the distance proposed by Nguyen et al. [21], we get the following results: 

D
0  51, D0 

 

51.
 

 

Based on Ejewa  [19], we get the following results: 

D2 
 

86 , D2  6 ,  D
3  29 , D3                      9 .

 

 

Based on our proposed distance measure Eq. (24), we get the following outcomes as follows: 

DHN                     12 , DHN                       3 .
 

 

Based on the above numerically analysis results, we observe that the methods suggested by 

Peng [22],  Nguyen et al. [21] and Ejewa  [19] respectively, could not identify the belonging 

of the sample      to the  patterns     and        correctly.  This shows that these methods are not 

reasonable and useful for handling PFSs in different environments. On the other hand, our 

proposed  distance  measure  Eq.  (24),  perform  better  and  correctly  classify  the  sample    
 

belongs to the pattern       according to the principle of minimum distance between two PFSs. 

Thus, we can say that our proposed method Eq. (24) is reasonable and suitable than the 

methods suggested by Peng [22], Nguyen et al., [21] and Ejegwa [19], respectively.
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P Q P   y , 0 Q   y , 0 

T   y , 0. 

P,T   0.51 Q,T   0. 51 

P,T   0.53 

Q,T   0. 53 

P,T   0.72 

Q,T   0.7 21 
P,T   0.68 

Q,T   0.6 87 

P,T   0.63 Q,T   0.6 38 

P Q 

P Q 

mn   

 

Example 4. Let the feature space be consists of singleton element Y =  y1
 

and two patterns

and      in terms of PFSs on Y are given 1      .006, 0.991  and 1      .008, 0.991 .
 

A model to be classified is given as PFSs 1        010, 0.597 .  Here  p = 1, a = 1, b = 2

and t = 3 for S  and w1  1 for S
0 
. Based on the similarity proposed by Peng [22], produce

 
the following results as: 

 

S                    56 

 
and 

 

S                     56 . The similarity proposed
 

by    Nguyen    et    al.    [21],    we    get    the    following    results: S0                    49 

 
and

S0 
 

49 .
 

The  method  suggested  by  Ejegwa  [19],  we  get  the  following  results: S2  14 ,

S2  4 , S
3  71 , S3 

 

1 . Based on our proposed similarity

 

measure Eq. (25), we get the following results: S
HN                     88 and SHN                        7 .

 

 

The results of above numerical analysis the similarity methods proposed by Peng [22] and 

Nguyen et al [21] could not classify the patterns     and      . So their results are not reasonable 

and appropriate. But our proposed similarity measure Eq. (25) between two PFSs correctly 

classify the two patterns     and     . Hence, the results of proposed similarity measure Eq. (25) 

between two PFSs are reasonable and appropriate. 

 

5. Application in Multicriteria Decision Making with ELECTRE Method 

 
In  this  section,  we  utilize  our  proposed  method  in  an  application  to  multi-criteria 

decision making with ELECTRE method to handle daily life complex issue. The objective of 

this  study  is  to  examine  the  practicality  and  applicability  of  our  proposed  method  in 

managing daily life complicated issues with appropriate and reasonable solution. Now, we 

apply our proposed distance measure Eq. (24) together with ELECTRE method to handle 

daily life problem containing multi-criteria decision making process. The steps of ELECTRE 

method are listed as follows: 

 

1 . Formation of alternative indicator matrix: 

 

First step of ELECTRE method is to create an indicator matrix Y   yij      .
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Y   
y11

 



C    : 

C D 

C    

C       j | 

D    : 

j           j 



a a a a 

1                       2 

 

2 . Construction of Normalized indicator matrix or decision matrix: 

 

The  normalized  decision  making  matrix  of  preferences   yij 
 

(rows) rated on n criteria (columns): 

 

 
 
 

for  m  alternatives

 

 y01
 y

02
 ...   ...   ... y

0 n 
                                            y12 



...   ...   ... y1n   , i  0,1, 2, ..., m; j  0,1, 2, ..., n .

                                            
 ym1 ym 2 ...   ...   ... ymn 

 

3 . Construction of weights of criteria on the basis of their significance: 
 

Using the given formula to determine the weights W 
j
 

 

3 2 
 2 

[30]

W           2
 

j                                         
n    3 2 

 2  


j 1 


j           j     


2        
                   

 

4 . Development of weighted normalized decision matrix WNDM : 
 

 

Using the given formula to calculate WNDM [30]. 

1   1
 

2 
w j  

, 


2 
w j  W j Pj          P             P 

 

5 . Find the set of concordance interval set  a1a2   

 

Let P  a1 , a2 , a3 , ..., an  denote a finite set of alternatives, here divide the criteria sets

into two distinct sets and         . 
1   2                             1   2   

Using the given formula to find concordance interval set 
 




 

a1a2      
is

 

a1a2 

 

6 . Find the set of discordance interval sets 

ya  j   ya  j 

 
 
 

a1a2   

 

 

Using the given formula to find discordance interval set is stated as
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C 
D       j | y     y     J 

C    

C       

c 1, 2   ...    c 1, n  
c  2,1              ...    c  2, n C  



c  n,1   c n, 2 

D    : 

D            a1 
v  j   va  j 

d  a , a  
vrj   vsj 

d 1, 2   ...    d 1, n  

d  2,1              ...   d 2, n 
D  






d  n,1   d n, 2 

c a1 , a2 
c  

a1 1 a2 1
 

c 

 
 

a1a2 a1 j            a2  j                           a1a2
 

 

7  . Determine concordance interval matrix: 
 
 

a1a2    
W 

j
 

j      a1a2  

 

Concordance index shows the preferred of the statement “ P over Q ” and it is defined 
 

as: 
 

              
                                                

 


                                                


 

8 . Determine the discordance interval matrix 


 

 
 

a1a2   

 

 

Discordance index of d  a1 
, a

2   expressed the favorite of dissatisfaction in result of 
 

form a
1 
relatively than form a

2 
. 

 

max 
 

1      2
 

 
j     a1a2                                    

2

max jJ ,r ,sI 

 
 
 

              
                                                

 


                                                
                                                                                                

 
 

 

9 . Define the set of concordance index matrix CIM : 
 

 

CIM may be describe as: 
 

n      n 

  
 

n  n 1
 

where the critical value       can be calculated by normal domination index. So, a 
 

Boolean matrix (E) is known as:
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c  a1 , a2   c 

c a1 , a2   c 

d a , a 
d  

a1 1 a2 1
 

d a , a   d d a , a   d 

ca ca 

ca 

d 

d    d        d 



1                              1       2                                  2      1 

 
 

e  a1 , a2   1, if 


e  a1 , a2   0, if 

 

10 . Determine the set of discordance index matrix: 
 

 

The discordance index is defined as: 
 

n      n 

    1      2 

 

n  n  1

On the basis of discordance index stated above, the discordance index matrix is 

known as: 
 

 g  a1 
, a

2   1,  if         
1      2

 



 g  a1 , a2   0, if         1      2 

11 i  Calculate the net superior value:
 

Suppose be the following superior. 
1 

together the sums of number of 
1

Reasonable dominance entire alternatives, and the greater, the superior. 
 

as: 

is known 
1

 
n                                n 

c
a    
  c 

a , a    
  c a  , a  

a 2 1 a 2 1

ii Determine the net inferior value: 
 

 

Suppose  
a   

be the succeeding net inferior value. On contrary, it is used to calculate 

inferior ranking of the alternatives:

 
n                         n 

 

a                    a ,b               b,a 
b1 b1

 
Examples 3.   Mobile phones have become an essential part of our daily life as they offer 

convenience and connectivity on-the-go. They come in various shapes, sizes, and 

specifications, and can be customized to suit the user's needs and preferences. There are many 

different brands of mobile phones on the market today with different specifications. So it is 

much difficult for a customer to decide which mobile phone is better for use.

http://www.xtgcydzjs.com/


VOLUME 16, ISSUE 04, 2023 38-64 http://www.xtgcydzjs.com 

Journal of Liaoning Technical University           ISSN : 1800-0562 

 

R , R , R R 

S S S S 

R , R , R R 

S 

S               S                S                S 

R    0.6, 0 

R     0.3, 0 

R     0.4, 0 

R     0.6, 0 

R S 

S 

S 

S    0.6 

S               S                S               S 

R    0.6, 0 

R     0.3, 0 

R     0.4, 0 

R     0.6, 0 

 
 

Consider a buyer who wants to buy a mobile. Let four types of smart phones are considered 

as alternatives    
1       2       3    

and    4    be available. The buyer takings into consideration four 

attributes to choose which smart phone is appropriate to buy under the following four 

criteria’s: 

 

1 
: Battery timing,   

2 
: Internal storage,   

3 
: Price,   

4 
: Camera result. 

Decision Goal: To buy a mobile. 

Criteria:  Battery timing, Price, Internal storage and Camera result. 

Alternatives:  
1       2       3 

and    4 . 

Method to be used: ELECTRE-1 
 

 

We note that    
3 

is cost attribute while other three are benefit attributes. The values assign by 

decision makers are specified in the following Table1. 

 

Table 1. Alternative indicator matrix 
 

 
1                             2                             3                             4 

1                        .5   0.3, 0.7    0.3, 0.6   0.7, 0.6

2                       
.7    0.4, 0.5   0.2, 0.4   0.3, 0.8

3                        
.2   0.7, 0.4   0.2, 0.8   0.7, 0.4

4                        
.6   0.8, 0.3   0.1, 0.8   0.7, 0.5

 

 

Table 1, shows the evaluations of each alternatives   
i   

over the criteria    
j 
. 

 

Since the criteria  
3   

is cost attribute so we have to convert it into the benefit criteria by taking 

the complement of   
3 
as follows: 

 

3
              ,0.3 , 0.4,0.2 , 0.8,0.2 , 0.8,0.1

 
Table 2. Pythagorean fuzzy decision matrix 

 

 
1                             2                            3                            4 

1                        .5   0.3, 0.7    0.6,0.3   0.7, 0.6

2                       
.7    0.4, 0.5   0.4,0.2   0.3, 0.8

3                        
.2   0.7, 0.4   0.8,0.2   0.7, 0.4 

4                        
.6   0.8, 0.3   0.8,0.1   0.7, 0.5
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R 

S 

S S                           S                                                          S 

R    0.08 

R     0.01 

R    0.03 

R     0.08 

S , S , S   , S   , S , S , S   , S , S , S , S   , 

S , S   , S , S , S , S   , S , S , S , S   , 

S , S   , S , S , S , S   . 

 
1 

 
2 

 
3 

 
4 

30,0.7640 0.0229,0.8391 0.1126,0.5250  0.1785,0.7420

81,0.8706 0.0420,0.7110  0.0456,0.4226  0.0272,0.8778

33,0.5352 0.1527,0.6371 0.2392,0.4226  0.1785,0.5855

30,0.8200 0.2222,0.5530  0.2392,0.2916  0.1785,0.6670 
 

 

 

Table 2, shows the Pythagorean fuzzy decision matrix of each alternatives    
i   

over the criteria 
 

j 
. 

 

 

We obtained the following weights using step#3. 
 

w  0.1942, 0.2460, 0.2676, 0.2921
 
Normalized weighted decision matrix is constructed using step#4 

 
Table 3. Weighted normalized decision matrix 

 

 
 
 
 

1 

 
2 

 
3 

 
4 

 

 

The concordance interval sets are constructed using step #5. 

C
12  
 

 

1       3       4  C
21  
   2 

C
31  
 

 

2       3       4  C
41  
 

 

1       2       3       4 

C
13  
 

 

1       4  C23   0,   C
32  
 

 

1       2       3       4  C
42  
 

 

1       2       3       4 

C24   0,   C
34  
 

 

3       4  C
43  
 

 

1       2       3       4 
 

The value of concordance interval sets is listed in the following Table 4. 
 
 
 
 

Table 4. Concordance interval sets
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S     S S     S 

R 

R 

R 

R       0 

R 

R       0 

R 

R 

R 

R 

R 

R 

S   , S , S , S  , S  , 

S , S  , S , S , S , S   , 

S , S  , S , S , S , S   , S , S   , 

 
 
 
 

1          2          3          4 
 

12        1     0     1     1 
 

13        1     0     0     1 
 

14        1     0     0     1 
 

21                    1     0     0 
 

23        0     0     0     0 
 

24                    0     0     0 
 

31        0     1     1     1 
 

32        1     1     1     1 
 

34        0     0     1     1 
 

41       1     1     1     1 
 

42        1     1     1     1 
 

43        1     1     1     1 
 
 
 

 

Now, we construct the discordance interval sets utilizing step#6 as follows: 
 
Discordance interval sets 

D
12  
   2  D

21  
 

 

1       2       3  D
31  
   1  D41   0,  

D
13  
 

 

2       3  D
23  
 

 

1       2       3       4  D32   0,   D42   0,  

D
14   
 

 

2       3  D
24   
 

 

1       2       3       4  D
34  
 

 

1       2  D43   0. 
 

The results of the discordance interval sets are listed in the following Table 5. 
 
 
 
 

Table 5. Discordance interval sets
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S     S S     S 

R      0 

R 

R      0 

R 

R 

R 

R 

R 

R 

R       0 

R       0 

R 

R            R R             R                                         Sum 

R           0 

R       0.24 

R       0.80 

R       0.99 

 
 

 
1          2          3          4 

 

12                      1     0     0 
 

13        0     1     1     0 
 

14                      1     1     0 
 

21        1     0     1     1 
 

23        1     1     1     1 
 

24        1     1     1     1
 

31        1 
 

0     0     0
 

32        0     0     0     0 
 

34        1     1     0     0 
 

41                     0     0     0 
 

42                     0     0     0 
 

43        0     0     0     0 

 
Numerical results of concordance interval matrix using step #7 is given in the following 

 

Table 6. 
 

Table 6. Concordance interval matrix 
 

 
1                          2                        3                       4

 
1 

 
2 

 
3 

 
4 

 

Sum 

 

0.7539   0.4863   0.4863    1.7265 
 

60         0             0            0        0.2460 
 

57     0.9999         0        0.5597    2.3653 
 

99     0.9999    0.9999        0         2.9997 
 

2.0516    2.7537    1.4862   1.0460    7.3375
 

 

The results of discordance interval matrix using step # 8 are displayed in the following Table 
 

7. 
 

Table 7.  Discordance interval matrix
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R     R R           R                          Sum 

R          0 

R 

R      0.949 

R          0 

R     R R    R 

R     0 

R 

R 

R 

R     R R    R 

R 

R 

R 

R 

 
 

 
1                       2                 3           4

 

1                                  0.8400    1     1 
 

2                1            0         1     1 

 

2.8400 
 

3
 

3                        2        0         0 
 

1    1.9492
 

4                                         0         0     0         0
 

sum 
 

1.9492   0.8400    2 
 

3    7.7892
 

 

The concordance index matrix can be calculated by using step # 9 as follows: 
 

cbar 
 c  

 7.3375 
, 

4 4 1

 

cbar  

 

0.6115

 
The results of concordance index matrix are displayed in the following Table 8. 

 
Table 8. Concordance index matrix 

 

 
1           2           3           4 

 

1                     1     0     0 
 

3        0     0     0     0 
 

3        1     1     0     0 
 

4        1     1     1     0 

 
The discordance index matrix can be calculated by using step # 10 as follows: 

 

dbar 
 d  

 7.7892 
, 

4 4 1

 

d  0.6491

 
The results of discordance index matrix are displayed in the following Table 9. 

 
Table 9.  Discordance index matrix 

 

 
1           2           3           4 

 

1        1     0     0     0 
 

3        0     1     0     0 
 

3        0     1     1     0 
 

4        1     1     1     1 

Next, we calculate the net superior value, utilizing step # 11 i 
 

given in the following Table 10. 

and the results which are
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R 

R 

R     0.890 

R     2.160 

R 

R 

R      -0.325 

R      -2.507 

R 

R       1.953 

 
 

Table 10. Net superior value 
 

 

Rank 
 

1                              1        3 
 

2                              7         4 
 

3          0.8791       2 
 

4                            7          1 
 

 

Finally, we calculate the net inferior value, using step # 11 ii  as follows

 
Table 11. Net inferior value 

 

 

Rank 
 

1                       8       3 
 

2                       0       4 
 

3       -0.0508       2 
 

4              -2           1 
 
 

 

On  the  basis  of  the  final  ranking  of  results  from  the  above  Table  10  and  Table  11 

respectively, the final ranking is made on the basis of the highest value in the Table 10 and 

the  lowest  value  in  the  Table  11  respectively.  Therefore,   4 can  be  chosen  as  the  best 

alternative among all given alternatives. It is seen that there is no controversy in ranking of 
 

alternatives of Table 10 and Table 11 respectively. Hence, we conclude that a customer can 

buy a smart phone   4 . 

6.  Conclusion and Discussion 

 
In this p ap e r w e pr op osed nov el dist an ce a nd simila rity m e asu re s on th e ba sis o f 

P FS s  and  utili ze d  it  in  h andlin g  MC DM  probl ems.  Th e  pr opo sed  dist anc e  an d 

simila rity m e asur es b ase d o n P yth ago r ea n fuz zy s ets s at is fie d a ll the p rop erti es 

in th e  a xioma t ic  d efi nit ion.  To  ch ec k  t he  validit y  of  p ropo sed  method  we  gi ve 

sev er al n ume ri cal ex a mples. To sho w th e u sef uln ess and pr a ct ic a l appli c ations o f 

prop ose d  m eth ods,  w e  hav e  p res ent ed  exa mples  r el ate d  t o  p att ern  re cog nit ion . 

Fin ally,  w e  use  t he  ELECTR E  Met hod  to  solve  pro blems  r elat ed  to  d aily  li f e 

involvin g  m ult i  c rite ria  d eci sion  m aking .  W e  ha ve  us ed  o ur  met hod  in  th e
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sele ct io n  o f  b est  m o bile  p hon e .  Num eri c al  exa mple s  c la rif y  t hat  th e  pro pos ed 

distan c e  and  s imila rit y  me asu re s  c an  h and le  d aily  li f e  iss ues  r e late d  to  patt e rn 

re cog nit ion an d MCD M r esp ecti vel y . 
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